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Abstract  Pervasive computing is one of the most active research fields because it promises the creation of 

environments where computing and communication devices are effectively integrated with users so th at applications 

can provide largely invisible support for tasks performed by users. This paper presents an environment for software 

development, called MAADE (Multi Adaptive Agent Development Environment), and aimed at the implementation 

of mult i-agent systems for pervasive and adaptive applications using both: (i) agents and multi-agent systems 

properties and (ii) composition filters for driving and dynamically adapting the behaviour of the system. MAADE 

allows the realization of both intentional and reactive agents, which live in an environment constituted by passive 

objects exposing their features in the form of available services. Thanks to its modular nature, the framework is 

proving particularly effective for allowing graduate students to experiment with different models and protocols used 

in Distributed Systems. Moreover, it is being used for the realization of prototypal applications, including an 

ubiquitous social networking platform, with dynamical location and proximity groups. 
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1. Introduction 

The necessity to manage and design heterogeneous 

systems is becoming increasingly evident in modern 

software development. The importance of smoothly 

evolving software is generally acknowledged, together 

with the need to support legacy software and different 

software modules in general, possibly developed 

separately and according to different paradigms. This 

tendency towards heterogeneous systems is  made even 

more actual by the importance of pervasive computing and 

situated software systems. 

Pervasive computing, in part icular, is one of the most 

active research fields, because it promises the creation of 

environments where computing and communication  

devices are harmoniously integrated with users, so that 

applications can provide largely invisible support for tasks 

performed by users ‎[50,51]. 

Several works discussed the features that make a 

software infrastructure suitable for the development of 

such environments; see, for example, ‎[26,28,34,47,57]. 

The list of such features is very long and includes: 

adaptation, context awareness, distribution, 

interoperability, invisibility, mobility and scalability.  

These features are not mutually  independent and, in 

particular, adaptation can be considered a mandatory 

requirement for the development of pervasive applicat ions 

that exhib it the previous features. In fact, adaptation 

allows to overcome the intrinsically  dynamic nature of 

pervasive environments where users, devices and software 

components can dynamically enter, leave or move and 

where users can at any time require support for new 

tasks ‎[3,13,21,27,46,53,54,55]. 

To cope with these issues various software architectures 

and models can be used. Proactive agents, goal-oriented 

behaviours and planning in general allow fulfilling user 

needs even in unforeseen conditions. On the other hand, 

not all software components necessarily benefit from 

cognitive capabilit ies, neither from being modelled this 

way. In  real-world  systems, some software agents may 

only need to react to environmental stimuli, and still 

provide the useful feature of spatial and/or social 

situatedness. Finally, the agent environment itself is made 

of passive objects, which expose their features in the form 

of availab le services. These services often rely on 

simplistic request-response synchronous protocols, but in 

general may vary from SOAP to RESTfu l interfaces, and 

may compose themselves in more complex services, on 

the basis of orchestration or choreography protocols. 

This paper presents an environment for software 

development, called MAADE (Multi Adaptive Agent 

Development Environment), aimed at  the implementation 

of mult i-agent systems for pervasive and adaptive 

applications using both: (i) agents and multi-agent systems 

properties and (ii) composition filters for driv ing and 

dynamically adapting the behaviour of the system. 

In the next sections, we briefly  review agent theories 

and models that are relevant for MAADE; then, we 

introduce MAADE itself and we also d iscuss its features 

in the context of pervasive computing; afterwards, we 

introduce UBA, a ubiquitous social networking platform 

we designed over MAADE; eventually, we sketch some 

implementation notes and discuss about the 

experimentation and the future research lines. 
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2. Agent Theories and Models 

The definition of “software agent” covers a wide 

variety of computer programs, ranging from so-called 

“heavyweight agents”, with higher internal complexity  

and cognitive capabilities, to so-called “lightweight 

agents”, with  simple or no internal state and exposing 

mainly react ive behaviour. Between the two extremes 

there is a continuous spectrum of different types of 

software agents, with some features taken by both main  

types and: (i) deriving from different agent theories, for 

the description of the mental states of agents; (ii) 

implementing different agent architectures, which guide 

the development of real systems from abstract theories, 

and (iii) featuring different programming constructs or 

specialized languages. 

Heavyweights, intentional agents. According to 

various cognitive theories, software agents can be usefully 

described in terms of the intentional stance, i.e., on the 

basis of their mental attitudes, such as knowledge, beliefs, 

wants etc. The mental attitudes could be about facts in 

general, but in some cases they could also regard  other 

agent attitudes, thus allowing for higher order reasoning. 

There is not a single theory for describing the cognitive 

model of software agents. Traditional AI studies led to 

various mental models that have been refined and applied 

to software agents. One of the most widely  accepted 

theories describes agents in terms of their Beliefs, Desires 

and Intentions (for so-called BDI agents) ‎[48]. Mainly  

during the 1980s, there has been a shift of researchers' 

attention from monolithic intelligent systems to 

Distributed Artificial Intelligence. Wooldridge ‎[59], in  

particular, developed some log ic theories for describing 

Multi-Agent Systems. In those systems, communication 

plays a fundamental ro le. The speech act theory, deriving 

from prev ious studies presented in ‎[2,14,15,52], has often 

been applied to Mult i-Agent Systems, because it allows to 

associate message performat ives and message contents 

with the mental state of agents. According to this theory, 

agent communicat ions are essentially pragmatic actions, 

performed with the intention of procuring some change in 

their world. Among the various types of speech acts, 

probably the most easily distinguished are directives, e.g., 

for request messages, and representatives, e.g., for inform 

messages. Various frameworks for BDI agents have been 

realized, including Jason ‎[7], JACK ‎[58] and Jadex ‎[45]. 

Lightweight, swarming agents. Lightweight agents 

are developed essentially in contrast with traditional AI 

and cognitive theories in general. The principal question 

was the applicability of cognit ive theories to concrete 

problems, with highly uncertain and changing perceptions 

about the world, and multifaceted data, which easily  

become unmanageable through a cognitive approach, as 

reasoning typically  requires an exponential complexity  

against the size of the problem. The theory behind the 

lightweight approach to develop multi-agent systems 

derives from various research works and in particu lar from 

the famous and provocative “subsumption architecture” 

proposed by Brooks ‎[8]. In lightweight mult i-agent 

systems, in fact, intelligence is not supposed to exist in the 

symbolic reasoning of agents, but it emerges as the result 

of the continuous perceptions and reactions of mult iple 

simple agents, possibly coordinating their actions without 

explicit  and direct exchange of knowledge. Swarming 

agents are often used for modelling and simulation ‎[9,23]. 

Available implementations include Ascape ‎[37], 

NetLogo ‎[33], MASON ‎[30], Repast ‎[35] and Swarm ‎[31].  

Intermediate agents. Between those two contrasting 

theories, various practical systems are modelled using 

software agents that are neither fu lly  intentional entities 

with cognitive capabilities, neither purely reactive entit ies, 

without any internal state. Among these systems, many 

are designed in terms of a Finite State Machine. The 

internal status of agents determines the kind of behaviours 

it exposes ‎[11]. The single behaviors can range in  

complexity  from symbolic representation and reasoning 

systems to much simpler stimulus-response rules. Among 

these systems, MANA ‎[29] and EINSTein ‎[22], behave on 

the basis of matrix multiplications, with a vector of 

weights representing the dynamical “personality”, i.e. the 

effect of environmental stimuli on agents. Task Frame ‎[10] 

is based on a simpler model, with an internal FSM and 

transitions triggered by particular events. On the other 

hand, more complex systems ‎[38,39]are based on 

uncertain knowledge. Those propositions are represented 

as the nodes of a Bayesian network and processing 

consists in propagating evidence across the network; thus, 

they combine symbolic and numeric p rocessing. Also in 

Agentcities, a large international research pro ject 

advancing agent technologies, many deployed agents 

exploited the semantics of FIPA ACL for high-level 

service composition, yet they based their internal 

operation on the intrinsic FSM model of JADE 

behaviours ‎[44]. Being other parts of the project 

developed according to a BDI model, the overall system 

was quite variegated, with respect to both agent 

technologies and models, but with all parts adhering to 

FIPA specifications for interoperability. 

3. MAADE 

MAADE is a software framework created to simplify  

the realization of distributed, pervasive and adaptive 

applications, merg ing the client-server and the 

autonomous agent paradigms. MAADE offers both a set 

of abstract and concrete agents. 

This software framework allows the realizat ion of 

systems based on two types of processes: (i) agents, either 

cognitive or not, and  (ii) servers. An agent is an act ive 

process that can possibly have a p roactive behaviour and 

so can start the execution of some tasks without the 

request of other processes. Servers are the passive entities 

realizing the interfaces exposed by the environment 

objects. They are only able to perform tasks on request of 

agents. Yet, they may compose, if necessary, the services 

offered by other servers through synchronous messages. 

Agents may have their own thread of execution, or rely on 

a thread-pool. In fact, they are generated by an extensible 

abstract-factory mechanis m and managed by the runtime 

system through a terse interface. They perform tasks 

interacting, if necessary, with other agents and servers 

through synchronous and asynchronous messages. 

Moreover, while both servers and agents may directly take 

advantage of the services provided by other kinds of 

applications, servers are the best suited components for 

providing services to external applicat ions, exposing one 

or more public interfaces. 
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Figure 1. Simplified representation of the agent model 

Servers also act as internal interfaces to application 

objects and in general they represent the environment 

sensed and acted upon by agents, either reactive or 

intentional. Apart from interacting with the platform 

environment, through available services, agents can 

communicate using various agent languages, as we will 

explain in the fo llowing sections. 

Agents and servers can be distributed on a 

(heterogeneous) network of computational nodes (from 

now called runtime nodes) for the realizat ion of d ifferent 

kinds of applicat ion. In particu lar, agents and servers are 

grouped into some runtime nodes that realize a platform. 

An application can be obtained by combining some pre-

existent applications by realizing a federation.  

3.1 Agent Model 

An agent is an active (i.e., it has its own thread of 

execution) computational unit that takes advantages of six 

main elements: behaviour, description, description 

selector, mailer, message content and message filter.  

An agent is able to perform one or more tasks, encoded 

in a behaviour taking, if necessary, advantage of the tasks 

provided by other agents. To facilitate the cooperation 

among agents, agents can advertise themselves making 

their description available to the other agents. The agent 

identifier and the agent type represent the default 

informat ion contained in a description; however, agents 

may introduce some additional information in their 

description. 

An agent can interact with the other agents through the 

exchange of messages based on one of the fo llowing three 

types of communicat ion: 

 synchronous communication, the agent sends a 

message to another agent and waits for its answer; 

 asynchronous communication, the agent sends a 

message to another agent, performs some actions and then 

waits for its answer; 

 one-way communication, the agent sends a message 

to another agent, but it does not wait for an answer. 

An agent has also the ability of discovering other agents 

of the application. In fact, it can both get the identifiers of 

the other mailers of the systems and check if an identifier 

is bound to another mailer of the system, taking advantage 

of the registry service provided by MAADE runtime 

lib raries. 

Moreover, an agent can take advantage of some special 

objects, called description selectors, for requiring the 

listing of specific subsets of mailer identifiers. In fact, a  

description selector allows the definition of some 

constraints on the informat ion maintained by the agent 

descriptions (e.g., the agent must be of a specific type, the 

agent identifier must have a specific prefix and the agent 

must be located in a specific runtime node) and the 

registry service is able to apply their constraints on the 

informat ion of the registered descriptions for building the 

required subsets of identifiers.  

An agent does not exchange directly messages with the 

other agents, but delegates this duty to a mailer. In fact, a  

mailer provides a complete management of the messages 

of an agent: it  receives messages from the mailers of the 

other agents, maintains them up to the agent requests 

theirs processing and, finally, sends messages to the 

mailers of the other agents. 

A message contains the typical informat ion used for 

exchanging data on the net, i.e., some fields representing 

the header information, and an object, called content, that 

contains the data to be exchanged. 

Normally, a mailer can communicate with all the other 

mailers and the sending task does not involve any 

operation that is not related to deliver messages to the 

destination; however, the presence of message filters can 

modify the normal delivery of messages. 

A message filter is a composition filter ‎[4] whose 

primary scope is to define the constraints on the 

reception/sending of messages; however, it can also be 

used for manipulating messages (e.g., their encryption and 

decryption) and for the implementation of replication and 

logging services. 

Each mailer has two lists of message filters: the ones of 

the first list, called  input message filters, are applied to the 

input messages and the others, called output message 

filters, are applied to the output messages (Figure 1 shows 

the flow of the messages from the input message filters to 

the output message filters). When a new message arrives 

or must be sent, the message filters of the appropriate list 

are applied to it in sequence until a message filter fails; 

therefore, such a message is stored in the input queue or is 

sent only if all the message filters have success. 

 

Figure 2. Example of use of message filters for getting specific input 

messages 

 

Figure 3. Distributor architecture 

Message filters are not only used for customizing the 

reception and the sending of messages, but are also used 
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by the agents for asking their mailer for the input 

messages they need for complet ing their current task. In  

fact, as described above, a message filter allows to define 

the constraints that are necessary to identify a specific 

message and a mailer is able to use it for selecting the first 

message in the input queue that satisfies its constraints 

(e.g., the reply to a message sent by the process, a 

message sent by a specific agent and a message with a 

specific kind of content). For example, Figure 2 shows the 

code that an agent use for getting either a message whose 

content is a temperature value or a message whose sender 

is the controller of the application.  

3.2 Agent Communication 

In the previous subsection, we discussed how agents 

interact through messages and support three kinds of 

communicat ion (synchronous, asynchronous and one-

way); messages are composed of a header (containing the 

typical informat ion used for exchanging data on the net), 

and a content object. Therefore, a message can be 

considered as the envelope of a traditional agent 

communicat ion language (ACL) and its content can 

represent a performat ive. 

In particular, MAADE does not impose a specific ACL, 

but allows the use of one of the ACLs provides by the 

environment. The current release provides: (i) an 

implementation of the FIPA ACL ‎[18], (ii) a simple 

language, called  MACL, which  supports the typical 

request-response interaction, (iii) the possibility to 

implement another well-known ACL (e.g., KQML) ‎[17] 

and (iv) the possibility to define new ACLs. 

This solution allows the implementation of both 

“standard” multi-agent systems based, for example, on 

FIPA ACL, which allows the interoperability with other 

multi-agent systems, and “specialized” mult i-agent 

systems where a “custom” ACL can, for example, reduce 

the development cost and/or improve the performances. 

3.3 Runtime Services 

The runtime lib raries implement the basic services 

necessary for the agents of a MAADE application. These 

services are provided by the following four components: 

registry, factory, filterer and distributor. 

A registry maintains the informat ion for localizing the 

agents of a computational node (hereafter simply called 

node) of an application and  allows the d iscovery of all the 

agents of an application. In fact, a registry supports: (i) the 

binding of agent identifiers of the local node with some 

special objects, called agent references, (ii) the listing of 

the identifiers of both the local and remote nodes and (iii) 

the retrieval of agent references, on the basis of the agent 

identifiers. 

A reference is a proxy  of the mailer of an agent that 

makes the communicat ion transparent with respect to the 

location of the agent. Therefore, when an agent wants to 

send a message to another agent, it must obtain the 

reference to the other agent and then use it for sending the 

message. 

A factory has the duty of creat ing new agents in the 

local node. Of course, an important side effect of the 

creation of an agent is the creation of the related mailer 

and agent reference. The creation is performed on the 

basis of the qualified name of the class implementing the 

agent and a list of init ialization parameters.  

 

Figure 4. Exchange of messages in a distributed system 

As introduced above, an agent mailer has two lists of 

message filters. The agents cannot directly modify  such 

lists of message filters, but they can use a component 

called filterer for that purpose. A filterer allows the 

creation and modification of the lists of message filters 

associated with the agents of the local runtime node. 

Therefore, an agent can use such a service for managing 

the lists of its message filters, but also for modify ing the 

lists of message filters associated with the other agents of 

the local node. 

A distributor allows the communication of a node with 

the other nodes of an application possibly through 

different types of communication supports, guaranteeing a 

transparent communication between the agents of different 

nodes. A distributor has the duty of managing the 

connections with the distributors of the other nodes of the 

application. This distributor manages connections that can 

be implemented with different kinds of communication 

technology through the use of different connectors (see 

Figure 3). Moreover, a pair of nodes can be connected 

through different connections. A connector is a connection 

handler that manages the connections of a node with a 

specific communicat ion technology allowing the exchange 

of messages between the agents of the accessible nodes 

that support such a communication technology. 

A connection is a unidirectional communication 

channel that provides the communicat ion between the 

agents of two nodes through the use of remote references 

(Figure 4 shows an interaction between two agents 

running on different nodes). In particular, a  connection 

provides a remote lookup service that allows to the local 

registry both the listing of the remote agents and the 

access to their remote references.  

3.4 Implementation 

The MAADE software environment has been 

developed using the Java programming language. The 

software can be divided in an application module and a 

runtime module. The application module provides a set of 

interfaces, abstract and concrete classes that can be used 

for the development of systems. In part icular, it contains: 

(i) a set of concrete agent and behaviour classes usable for 

performing the most typical tasks of the informat ion 

management domain, (ii) a set of description selector 

classes usable for the most frequent discovery tasks, (iii) a 

set of message filter classes usable both for configuring 

security and logging services and for delegation and 

distribution of tasks, (iv) the content message classes used 

in the basic interactions among agents and an 
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implementation of the FIPA ACL, and (v) the artefacts 

(i.e ., Java classes and/or configuration files) for the 

deployment of the nodes of a system and fo r the startup of 

the initial sets of agents and message filters. The runtime 

module contains an implementation of the software 

components that provide the runtime service described  

above. In particular, the distribution service has been 

implemented through Java RMI ‎[41], JMS ‎[32] and 

MINA ‎[1] communication technologies. 

4. Pervasive Adaptation 

Providing adaptation in a pervasive environment is a 

challenging task as the adaptation concern affects mult iple 

elements (devices, services, etc.) in the environment. The 

problem is further complicated by the fact that the 

elements are geographically distributed and in many 

instances there is no central node controlling the operation 

of the pervasive environment ‎[20,48] . 

MAADE integrates multi-agent systems and aspect-

oriented techniques for the development of adaptive and 

pervasive applications. In fact, mult i-agent systems are 

based on autonomous software entities that can interact 

with their environment, and therefore they adapt well to 

the dynamic nature of pervasive applications  ‎[12,16,19,38,

42,52,56]. Aspect-oriented techniques ‎[14,25,49] are 

considered a suitable means for the development of 

complex applications that are composed of different 

interleaved cross-cutting concerns (properties or areas of 

interest such as energy consumption, fault tolerance, and 

security) and then they are indicated for providing 

adaptation in pervasive environments given that 

adaptation largely affects the other features (concerns) of 

such environments ‎[20,48] . 

In princip le, the use of agent-oriented techniques may 

be sufficient  for realizing effect ive adaptive and pervasive 

applications by dynamically creating new agents and by 

modifying the behaviour of some pre-existing agents. 

However, in practice, in a large set of cases an application 

can be adapted to the evolution of the environment 

without the cost of changing the behaviour of agents or of 

creating new agents by simply working on the delivery of 

messages (e.g., a particu lar type of message needs to be 

managed by another agent or the messages exchange 

between two agents must be encrypted). In these cases, it 

is necessary to have one or more control agents that drive 

the adaptation of an applicat ion by modifying the sets of 

input and output message filters associated with the agents 

involved in the tasks of the application. 

Message filters allow the adaptation of the behaviour of 

an application with a limited computational overhead. In 

fact, each message filter usually implements a very  simple 

task (e.g., it forwards or transforms a message) and their 

management is very simple (i.e., a message filter can 

either propagate a message to the next filter of the list or 

stop the propagation of the message). In particular, besides 

being used for implementing the typical services of an 

aspect oriented support, i.e., security, persistence and 

logging, message filters can be used for adapting the 

application to any hardware and software modification 

and for personalizing the application to the users that are 

using it (e.g., an input and the corresponding output 

message filter can adapt the interface either between two 

agents or between an agent and the external world, a  set of 

messages filters, distributed on a net of agents, can route a 

request towards the most appropriate agent, or user, that 

can serve the request or can combine the tasks of d ifferent 

agents to provide new kinds of service).  

However, although message filters can be considered 

the suitable “bricks” for adapting an applicat ion, they need 

some additional software, i.e., the agents to support 

evolving filter configuration. Therefore, message filters 

are only used to guarantee the appropriate behaviour of a 

pervasive application in a specific state of the environment 

and delegate the dynamic adaptation of the application to 

a set of agents. The use of agents for the dynamic 

adaptation of an application may introduce important 

overhead on the performance of the applicat ion when the 

reconfiguration of the message filters  requires complex 

reasoning and negotiation tasks. However, this should be 

an exception and not the norm because the state of a 

pervasive environment evolves through a sequence of 

changes that rarely  cause important modifications in the 

environment and thus the reconfiguration overhead is 

usually limited. 

5. UBA 

Online social networks have forever changed the way 

human being interact and socialize. Agent-based 

technologies are well-suited for online social networks ‎[4] , 

especially considering: (i) the networks massive scale and 

(ii) the interoperability requirements that are becoming 

increasingly relevant, especially in the context of 

pervasive computing. We decided to use the MAADE 

framework to implement a pervasive layer built on top of 

an OpenSocial Container. The system, called for 

simplicity UBA, was created to provide a real-world  

scenario to evaluate MAADE for developing pervasive 

adaptive applications. Moreover, UBA has an additional 

P2P layer that can be used for the devices to share 

resources without relying on the OpenSocial Container 

and it uses Attribute-Based Encryption ‎[6] in order to 

make resources (especially on  the P2P layer) and 

communicat ions accessible only to those having the 

appropriate permissions. 

OpenSocial ‎[36] is a public specification that defines a 

component hosting environment (container) and a set of 

common application programming interfaces (APIs) for 

web-based applications and was originally developed to 

support interoperability among social networking 

platforms: essentially, the container holds the user's data 

(profile, relations and activities) that can be queried and 

modified by client  applicat ions. Our applicat ion does not 

assume any specific OpenSocial Container, however, for 

the deploy we used the popular Shind ig implementation.  

From an architectural point of view, UBA is a heavily  

distributed agent-based application. Each user in the 

system, identified with a user-id is the owner of a UBA 

domain, that is constituted by several UBA nodes and, 

eventually, each node is formed by mult iple MAADE 

agents. UBA nodes run on specific hardware devices (e.g., 

a mobile phone, a tablet or a desktop computer) and every 

time such devices are connected to the network the 

corresponding UBA node is included in the user’s UBA 

domain. Each UBA node has a specific device-id. 
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However, the link between the user-id and the device-id is 

not public and can be disclosed only upon user’s approval. 

Users in the social network can be linked with mult iple 

kinds of relat ionships. These relationships are expressed 

as belonging to a group. So, for example, @friends is a 

group that denotes the friendship relationship. These 

groups essentially work like Google Plus circles and are: 

(i) unique to a user, i.e., two groups with the same name 

created by two different users are two  entirely d ifferent 

entities, and (ii) associated with other users or activities, 

e.g., creat ing posts or images. When a user adds other 

users to a given group, those users can access the 

resources associated with the group. If they are removed 

from the group, they are no longer allowed  to access the 

associated resources. 

In UBA we also have two additional kinds of groups: (i) 

Proximity groups and (ii) Location groups. Proximity 

groups are centred on each member of the social 

networking system and represents physical closeness to 

such member. Proximity g roups are extremely fluid, in the 

sense that users can physically  move and consequently the 

set of users belonging to a Proximity  group varies in t ime. 

Each user configures the sticky-ness of his Proximity 

group, i.e., how long the other users are considered part of 

it after they are no longer physically  close to him. 

Although a Proximity g roup may be entirely public, for 

privacy reasons it is safer to consider only Proximity 

groups that are subset of other groups (or to the set union 

of all groups, i.e., only “friends” are part of a Proximity 

group). 

On the other hand, a Location group (i) is associated 

with the users in the proximity of a given location (e.g., a  

classroom or a museum room), (ii) has a host, i.e., a node 

that both identifies and supports the group and (iii) is 

associated with a location profile, which can be either 

hosted on the central server or on the device itself. In  fact, 

a location, although logically d ifferent from a regular user, 

works in the same way and a Location group is essentially  

a Proximity group for the location. 

As for the functionality, Proximity and Location groups 

mostly are similar to regular groups. However, there are 

some additional possibilit ies. When a user wants to add a 

resource to his Proximity group he can decide: (i) how to 

host it, (ii) the criteria which relate that resource to the 

Proximity group and (iii) for how long to host it. 

Regarding the resource hosting, the user can simply  send 

the resource to the centralised server and host it like any 

other resource in a social network (e.g., a post, a picture). 

However, he can also decide: (i) to host the resource 

himself and (ii) to publish it P2P, signed for authenticity. 

Since the members of a Proximity group vary in time, the 

user must decide if the resource is be accessible (i) to the 

users which were part  of the Proximity  group at the 

moment the resource was published, i.e., the OpenSocial 

Agent creates a unique “anonymous” group with  the users 

and associates the resource to that group, or (ii) at the 

moment when they access it. It is worth noticing that 

resources published with P2P are typically publicly  

accessible forever (until the resource is available) and 

removing them from the network is typically not feasible. 

However, the resource is typically encrypted. 

Location groups work similarly, however, the host is 

typically responsible to host the resources (unless it wants 

to use the centralised server). P2P is still an option, 

especially fo r large media files. The main  difference is the 

policies regarding group memberships. The set of all the 

Locations in the system is partially ordered (i.e ., a  

Location can  be declared  to be contained by another 

location, but not every two locations can or should be 

related). The responsible organisation can provide its 

nodes with a semantic description of the location where 

the nodes are situated and their ro le and the nodes 

negotiate their order. 

Location hosts determine both the time a user should be 

still considered a member of the group after he physically 

left the location and whether the user entering another 

location group that is not included should automatica lly  

remove the user from the present Location group. Privacy 

concerned users may entirely  disable Location group 

membership and are consequently never reported to be in 

a given location. They can also decide never to 

communicate their location to specific group hosts or to 

whitelist the only group hosts they trust to know their 

position. 

Several software agents provide the functionality 

required for an UBA node. The most important ones are: 

 the Liaison Agent, responsible to make the various 

UBA nodes interoperate correctly 

 the User Interface Agent (UI Agent), that sends 

notifications to the interface and takes input from the user 

 the Neighbourhood Manager Agent (NM Agent), that 

provides a view of the reachable non-domain UBA nodes 

 the OpenSocial Agent (OS Agent), that communicates 

with the OpenSocial Container 

 the Trust Negotiator agent (TN Agent), that is 

responsible of trust-negotiations among different UBA 

domains 

 the Resource Manager Agent, that manages resources 

in the P2P layer 

An instance of each of these agents exists in every UBA 

node and it cooperates with its siblings in the other nodes. 

For example, if a given UBA node is not connected to the 

Internet but can sense using Bluetooth another UBA node 

in the same domain (i.e ., belonging to the same user), the 

Liaison Agent of the offline node sets a composition filter 

that transparently forwards all the messages for its own 

OS Agent to that of the online node. The Liaison Agent 

also interacts with the MAADE reg istry so that the nodes 

in the same domain can communicate properly and in 

general is responsible to make all the different UBA nodes 

part of the same domain work together harmoniously.  

However, the details of cooperation are mostly left out 

from the single agents. Most situations are s imply dealt  

with setting the appropriate composition filters so that (i) 

all the relevant nodes have all the information they need to 

make the proper choices and (ii) messages sent to agents 

that are clearly not able to perform the task (for example, 

because they need to be online but the node is offline) are 

suppressed. 

It is worth noting that UBA domain is constituted by 

multip le UBA nodes, but the user is probably watching 

only a subset of devices running UBA nodes. Thus, it is 

necessary to determine the active node, i.e., the node to 

which the user is actually connected. The Liaison Agents 

elect the Active Node (i) taking into account which is the 

device that registered an explicit user action or (ii) having 

the UI Agents ask the user to select the device he is 

currently using. The position of the user is determined 
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considering the position of the Active Node. However, the 

user can configure the system so that notificat ions are sent 

not only to the Active Node UI Agent, but also to other UI 

Agents. The forwarding of the notifications is entirely 

managed using composition filters, so that all the agents in 

a node only send messages to the same node UI Agent and 

the messages are subsequently modified to reflect their 

actual provenience and then delivered where appropriate. 

Moreover, when the user performs some activity on the 

social network, such as writing a post or tagging a picture, 

a message is sent to the OS Agent in order to update the 

OpenSocial Container. Composition filters set by the 

Liaison Agents forward the message to the other nodes so 

that their view of the user profile is directly updated 

without needing to access the container. 

 A typical mobile device has several ways to scan its 

surroundings: Bluetooth, WiFi Direct, regular WiFi, Near 

Field Communication (NFC) and a UBA node has specific 

agents to discover other UBA nodes using these protocols. 

Then the NM Agent aggregates information from these 

agents, trying to present a consistent view, merg ing the 

data from the different sources and it configures the 

discovering agents according to high level criteria, such as 

battery consumption and hardware availability. Moreover, 

the NM Agent also determines its physical position 

(possibly using GPS, if available) and notifies the 

OpenSocial Agent (in  order to update the profile, if the 

user so desires). However, the Liaison Agents activate 

composition filters that discard update position messages 

that do not come from the Active Device. Moreover, a  

NM Agent that senses other NM Agents belonging to the 

same domain informs the Liaison Agent that, eventually, 

sets composition filters so that all the messages coming 

from its sensor agents are forwarded to that device as well.  

So, for example, if a user is sitting in front of his 

desktop computer, writing a post, the computer runs the 

Active Node. However, h is mobile phone is equipped with 

more hardware sensing the surrounding and both the 

computer and the mobile device are connected to the same 

WiFi network. The NM Agents are mutually  aware of 

their respective existence and, as a consequence, the UBA 

node on the computer is receiving data on the 

neighbourhood from the mobile phone, that is presented 

consistently to the user. Moreover, the UBA Node on the 

computer is aware of the geographical position because of 

the UBA node on the mobile phone (that has a GPS sensor) 

and can properly update the profile on the OpenSocial 

Container. The whole p rocess is essentially  transparent 

because the agents are mostly oblivious of the forwarding 

process. 

Another important function of the NM Agent is to 

update the composition of the Proximity group with the 

UBA nodes it senses. However, when the agents 

responsible to assess the neighbourhood (e.g., using Wi-Fi 

Direct) d iscover a new node, they are only given its device 

identifier. Th is identifier alone cannot be used to 

understand the user identifier, i.e., the d iscovering node 

knows that another node is in  its neighbourhood, but not 

to whom it  belongs (unless it already knows that particular 

device). In order to resolve the device identifier to the 

actual user, the NM Agent asks the OS Agent to resolve 

the device-id using the OpenSocial Container. If the users 

are “friends” (or otherwise connected) the container can 

disclose the required user-id. Moreover, the sensed node is 

sent a message encrypted with the users’ private key that 

contains both a secret and the sensing node user-id. If the 

node actually belongs to a friend, then it  can decrypt the 

message and send back a message encrypted with it with 

its private key containing the secret and its user-id. 

Whichever of the two processes is successfully completed, 

the two NM agents have the respective user-ids and can 

update their Proximity groups. Otherwise, a trust 

negotiation starts. 

The TN Agent of the discovering node can: (i) start a 

trust negotiation with the discovered agent, disclosing 

some information (e.g., the informat ion that both of them 

are members of the same class) or (ii) ask some other node 

he is already acquainted with (o r potentially a Location 

host) to be a broker. In the latter case, both nodes can ask 

to a third agent to back their claims. If the negotiation 

succeeds, the only immediate results are that the 

discovering node: (i) knows the actual user-id of the 

discovered node; (ii) is in its Proximity group, which 

means that it is able to access only resources part of the 

Proximity group. However, typically during the 

negotiations each of the two TN Agents obtains some 

informat ion on the other user and consequently decides to 

which addit ional groups to add him. This p rocess can be 

automatic or semi-automat ic (awaiting human 

confirmat ion) depending on the preferences. 

UBA agents present different degrees of autonomy and 

intelligence. For example, agents such as the Wi-Fi Direct 

Agent are mostly reactive agents that only inform the NM 

Agent when a new UBA node is discovered. They are 

implemented as MAADE agents mainly because MAADE 

servers are not able to poll the device hardware without 

external stimuli. Similarly the UI Agent is implemented 

with  a MAADE agent because it is important to send 

asynchronous messages in certain situations. Moreover, 

we named “agent” the Resource Manager Agent or the OS 

Agent only for uniformity, since they are implemented 

with  MAADE servers and they have almost no agency. 

Moreover, we wanted to make clearer the distinction 

between the external server that is the OpenSocial 

Container and the OS Agent, which acts as a client for that 

server and a server for the other UBA agents. 

On the other hand, the Liaison Agent, the NM Agent 

and the TM Agent require all the features provided by 

MAADE Agents. The Liaison Agents perform the 

elections and auctions necessary to determine the global 

behaviour of the UBA domain. The NM Agent processes 

semantically meaningful data coming from the sensor 

agents and tries to present a consistent view. Moreover, it  

configures the sensors in order to maintain energy 

consumption within parameters. Eventually, the TN Agent 

performs complex negotiations with the goal to discover 

the identity of the other nodes in the surroundings, 

disclosing the least possible amount of informat ion on 

their user. 

6. Conclusions 

This paper presented a software framework, called 

MAADE, which has the goal of simplify ing the 

development of pervasive applications by combin ing 

multi-agent and aspect-oriented techniques. In fact, this 

solution allows to couple the power of mult i-agent based 
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solutions with the simplicity of compositional filters 

solutions guaranteeing both a good adaptation to the 

evolution of the environment and a limited overhead to the 

performances of the applications. 

MAADE is proving to be an effective framework for 

the development of various kinds of applications, 

including (i) simulations and (ii) pervasive systems. In  the 

last year, we used it in the lab act ivities of the “Distributed 

Systems” course of the computer engineering  master 

degree. In particular, the students of the course used it 

both for implementing some coordination algorithms 

taught during the course and for developing an individual 

project as part of their course evaluation. Therefore, at  the 

end of their work, MAADE was used for the development 

of about thirty different systems (e.g., some agent-bases 

simulators, some e-commerce systems, some informat ion 

sharing systems, etc.). The b ig result of such 

experimentation is that all the students with a good  

knowledge of the Java language were able to 

autonomously develop a complete system after few hours 

of train ing (8 hours) on the use of MAADE. Moreover,  we 

compared the works of students with similar abilit ies in  

the building of Java pervasive systems by using (or not) 

MAADE. The result in this case was  that student usually 

spent more time when they do not use MAADE and the 

measure of the gap is the 20% of the development time.  

Of course, during their project we have discussions with 

them about the possible software engineering solutions, 

about the goal of their project, but very little time was 

spent for discussing about MAADE. 

Future research activities will be dedicated, besides to 

continue the experimentation, improvement and validation 

of the MAADE software framework, to the development 

of the collaborative services for the social networking 

platform. In  particular, current activit ies are dedicated to: 

(i) the implementation of more sophisticated adaptation 

services based on message filters taking advantages of the 

solutions presented by PCOM ‎[3] and by PICO ‎[27], (ii) 

the automatic creation of the Java classes representing the 

content of messages from OW L ontologies taking 

advantage of the O3L software library ‎[43], and (iii) the 

extension of the software environment with a 

communicat ion technologies to provide both high-

performance communication and an easy integration with 

the Web, i.e., jWebSocket ‎[24]. 
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