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Abstract  Completion or inpainting is applied in order to reconstruct the hurted images and video frames. This 
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1. Introduction 

Video inpainting or video completion is known as one 
of the appealing subjects in video processing. The goal in 
video completion is to restore the lesion parts of the video 
named holes; holes are made by elimination of an 
occluding object. Achieving this, a similarity measure is 
gained to find the most appropriate data which is used for 
filling in holes. It should be considered that inpainting is 
done so that it will not bring forward pixels that may make 
the result unpleasant to the viewer; it is important to retain 
the visual achievement of the completed video [1]. 

   An initial study for extending image inpainting 
algorithms to video inpainting ones consider the video 
data as some distinct images [2]. Therefore, there are 
some exclusive images that image inpainting procedures 
can be executed separately to each of them. Hence, the 
high temporal consistency between the frames of the video 
is not brought up in this method and as a result, outcome 
would not be pleasant [3]. 

The hole which is supposed to be inpainted is made 
because of two reasons: 1) The objects of the video may 
conceal the other objects of the proposed video. 2) The 
objects of the video may be concealed by the other objects 
of the proposed video. In both cases, removing the 
unwanted object will lead to a hole that is supposed to be 
amendment [4]. 

Human’s eye is more sensitive to motion rather than 
lighting changing. As a result, temporal consistency is 
more important rather than spatial consistency in video 
completion; In other words, if the inpainting method is 

applied to a video of moving objects, the restored portions 
will be unrecognizable in the result video and the more 
important is that the continuity of motion should be 
preserved for the moving object. As described above, the 
researchers aim to introduce methods which complete the 
hole without disturbing the motion consistency of the 
moving object [5].  

In this paper, we firstly introduce the image inpainting 
as a mathematically problem. Then, different inpainting 
problems will be expressed. Finally, a survey on previous 
studies about video completion will be proposed. 

2. Image Inpainting as a Mathematically 
Problem 

As mentioned before, the point in image inpainting is to 
define color values for hole pixels of the original image. 
Since visual consistency is the evaluation criterion, the 
completion must be done so that generates the least 
inconsistency with the other pixels [6]. To do this, the 
structure as the texture will be consistent in both the 
restored portion and the rest portions [7]. 

To define an image, the set P is introduced as a set of 
points, either given ones or not given ones. If we suppose 
the image’s dimensions as w h×  (w is the width and h is 
the height), then the set P for the image is defined as Eq. 1: 

 [ ]{ }, | , ,1 ,1TP x y x y N x w y h= ∈ ≤ ≤ ≤ ≤  (1) 

p =  [x,y] T is used to define each pixel of this image. 
Therefore, the image I is defined as a function 
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: [0, 255]d dI P Z→ ⊂ . d=1 for grayscale images and 
d=3 for the color images(any color space). P is the pixel, 
I(p) is the light intensity for grayscale images or color for 
color images. 

The video is consisted of several frames that each frame 
is actually an image. Suppose that there is a video of f 
frames, each of them is w h× . The point set of this video 
is shown as Eq. 2: 

 [ ]{ }, , | , , ,1 ,1 ,1 .TP x y t x y t N x w y h t f= ∈ ≤ ≤ ≤ ≤ ≤ ≤ (2) 

Each pixel in the video is described as p = [x,y,t]T . The 
fourth dimension that is the light intensity for gray video 
or the color p for color video will be defined as before. 
You can consider the completion algorithm as a function. 
The components of this function are an image and a set of 
points that must be completed (set of points which are 
located in the hole). The output of this function is an 
image with dimensions equal to the input image and the 
information that is placed instead of the hole. The other 
name for hole is the "target area" and we will display it 
with Ω ∁ P. Completing the picture gradually makes the 
target area smaller and smaller so that no pixel belongs to 
this part of the area. The completion function is 
mathematically shown as Eq. 3: 

 ' ( , ).I C I= Ω  (3) 

Border of Ω is the point set of Ω that at least one of the 
neighboring pixels of that is not a member of Ω. This 
collection points are displayed as Ωδ. 

To complete the image, we use a mask. This mask is a 
binary image that is defined as Eq. 4: 
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To complete the image, we use the information of the 
non-damaged parts of that image. This area that has the 
right information is named as the reference area or the 
source region. This area is displayed mathematically as Eq. 5: 

 0.Pϕ = −Ω  (5) 

In Eq. 5, Ω0 is used to display the damaged area at the 

beginning of the algorithm. As described earlier, the hole 
changes when the algorithm runs. Consequently, to 
distinguish between the hole at the first step and the hole 
at the current step, Ω0 is applied for the hole at the first 
step and Ωt for the hole at the current step. But when it is 
clear, Ω is applied for both of them. 

3. Video Completion Solutions 

Different video completion solutions are introduced in 
subsection 3-1. In subsection 3-2, an overview of the past 
strategies on video completion will be proposed. 

3.1. Types of Video Completion Problems  
Video completion problem can be divided into three 

groups [8]: 
A) stationary backgrounds with moving objects 
B) non-stationary background with stationary objects 
C) non- stationary backgrounds with moving objects 
The most available videos are as (a). As a result, we 

primarily introduce all these three groups briefly and then 
we extend only (a). 

For case (a) we can develop the image inpainting 
algorithms and use them. The main emphasis is on the 
recovery of the background that needs to be done 
appropriately. As explained in the previous section, image 
inpainting procedure operates as function ( , )I C I′ = Ω . It 
means that having the input image and the hole, the output 
image(i.e. the restored image) will be produced. Figure 1 
is an example of the video of case (a). 

In the case of (b) we have a fixed object. A fixed object 
means that the location of the object relative to the 
background does not change but the background moves. 
To read more about the researches in this field you can see [8]. 

Case (c) is the most sophisticated video completion 
problem that in which, both the background and the 
foreground move [9]. It is because of the various 
movements of the camera. In theory, the continuity of the 
damaged background or the damaged moving object that 
is occluded by another object will be maintained after 
restoration [10]. An example of time continuity can be 
displayed by a moving map as in Figure 2. 

 
Figure 1. An example of the video with stationary background and moving objects [8] 
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Figure 2. is an example of a non-stationary background video and moving objects [8] (a) a frame of video (b) moving map of this frame 

In Figure (2-b) arrows show that the background move 
downward. White area indicates that the object is stationary. 

Most of the videos that have been used by other 
researchers are in group (a). Also, there are some 
researches that consider (b) and (c) categories [11]. 
Therefore, from now on, we will only consider the type (a) 
of videos. 

3.2. Review of Previous Video Completion 
Solutions 

The methods used to complete the video can be 
categorized into five groups [12]: 

3.2.1. An Algorithm Based on Texture Synthesis 
Ref. [13] applies texture synthesis based method to 

complete the holes. For more explanation about this 
method, we first define the concept of visual compatibility. 
The sequence S has visual compatibility with the sequence 
T if any  space- time patch s could be found somewhere in 
the sequence T. By this definition we assume the hole H is 
in the sequence S. The aim is filling in H by some new 
data H * so that the new obtained sequence S* is the most 
visually compatible with the sequence T; T is a database 
for completing the hole. In general, T = S \ H, the 
remaining parts of the video that are out of the hole. 

The completed sequence S* must satisfy the condition 
below: 

 *
*( | ) max ( , ).p qp S

q T
coherence s T k w w∈

∈

= ∑  (6) 

In Eq. 6, p and q act as all space-time points of their 
own sequences. WP and week are space-time patches with 
the centroid of p and q respectively. Here k is the 
similarity measure that is defined as Eq. 7. 
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For each point (x, y, t) in patches wp and wq, wp (x, y, t) 
and wq (x, y, t) is a five-dimensional vector (R, G, B, u, v). 
(R, G, B) are color components. 

To obtain u and v, the spatial and temporal derivatives 
are firstly obtained as (Yx, Yy, Yt); Y represents a sequence 

of video. Then u and v are obtained from the Eq. (9) and 
(10) respectively. 

 t
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If there only is horizontal movement, Eq. (9) shows the 
moment movement in x-direction and if there is only 
vertical movement, Eq. (10) shows the moment movement 
in the y-direction. As dedicated in Eq. (8), [13] applies the 
sum of squared difference (SSD) to compare two patches 
to find the most suitable patch. 

According to the method presented in [13], for a special 
point p in H (holes), several patches can be found that 
involves point (p). These patches are called wp1 to wpn. 
Also assume that the most appropriate patches for wp1 to 
wpn are wq1 to wqn, respectively. Since all space-time 
patches involving the point p must have the same color 
value in point p, the Eq. (11) is used to find color 
components for a specific point p. 

 .
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In the above equation ( , )i pi qis s w w=  and ci is the 
obtained color components for each of the patches wp1 to 
wpn. Eq. (11) minimizes the variances of the color 
components obtained for point p and thus the most likely 
color component (c) for each point p is achieved. Figure 3 
depicts that how the two patches involve the point p. 
Given the size of wp, this overlapping can be done by 
more than two patches. 

In this method, the hole region is manually selected in 
all frames. To determine the color components of a special 
pixel, several patches are applied. Thus, time consuming 
of this approach is considerable. 

Disadvantages of the results of [13] cause the writers of 
that paper expand their research to [14] and apply multi –
resolution pyramids in order to gain more compatibility 
and less running time. This procedure is a recursive 
procedure and at any step, the input image resolution is 
halved. That is, in both time and space, the next image is 
half the size of the previous picture. Figure 4 shows the 
multi-resolution pyramid. 
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As depicted in Figure 4, hole completion starts at the 
lowest level and ends at the highest level that is the same 
size as the input image. This approach somewhat 
improves the visual quality of the video. 

Ref. [15] uses texture synthesis to fill in the video. Also, 
the background and the foreground are firstly separated. 
Dividing the video into two sections, the background and 
the foreground lead to improve the visual quality of the 
completed video. 

Figure 5 shows an example of the process of 
completing a hole in accordance with the procedure 
provided for in [16]. This approach applied the algorithm 
presented in [17], which later improved on [18]. 

 
Figure 3. Two patches overlap at one point [13] 

 
Figure 4. Using multi-resolution pyramid to complete the video [14] 

 
Figure 5. the process of hole completion in [16]. a) The main frame b) The green dots are the highest priority for completion. c) The red square 
specifies the patch that must be filled in. d) the most appropriate frame for completion e) the specified patch has been copied. The red region indicates 
the priority of zero. f) Stop copying patches 
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Ref. [19] completed the video using a two-pronged 
approach such as [16]. The difference between these two 
methods is about the foreground completion. Ref. [19] at 
the beginning restores the first damaged frame using [17] 
and [18]. The hole in the first damaged frame is defined as 

0Ω . For the next holes 2( )ttoΩ Ω , it acts in this way: the 
overlapping region of the current frame and the previous 
frame is determined and this area is copied in the current 
frame. If the occluding area of two frames is called tµ , 

\t tµΩ  should be restored instead of tΩ  in each step. 
Here time continuity is not considered. 

Ref. [20] has added the concept of stick figure into the 
previous researches. Figure 6 shows the foreground and its 
stick figure. It is noteworthy that this study segments the 
video into two parts; the foreground and the background. 
The authors of this study claim that using of stick figures 
cause body parts such as head, hands and feet be separable. 
As a result, the patches of each part can be copied 
separately into the hole, but this study give no more 
information about the separation method and detecting the 
patch of each portion. Although, they believe that there is 
no way to complete the hole when the whole object is 
removed. One more thing is that the restoration which is 
done may be visually satisfier but conceptually it may 
have wrong data into the hole. 

Fast movement of the moving object as well as large 
holes is the problem of most of the video completion 
methods. Another study conducted for using in texture 
synthesis is proposed in [21]. The proposed method is also 
facing the same problem. In addition, the method does not 
consider the camera movement. 

The use of morphological components in removing the 
subtitles of the video has been studied very much. Ref. [22] 
tried to apply this idea in order to eliminate the moving 
objects in video. But with the increasing number of the 
input frames, the scene becomes blur in the reconstructed 
video. 

Researchers believe that video completion differs from 
applying image completion into each frame. Though, a 
new study on image and video completion [23] has used 
this method; it firstly applied undamaged frames to model 
the texture. Then this generated model is used to restore 
the damaged textures. 

As we have said earlier, maintaining the visual quality 
of the video is very important to compare the results of the 
completed video. In order to preserve the visual quality of 
the video, the continuity of the moving object must be 
preserved. For this purpose, [24] has developed the 
procedures in this field, so that the patches are three times 
larger than the size of the object in the foreground. 
Therefore more than one frame in each step of running of 
this algorithm is completed. Figure 7 shows one level of 
running of the algorithm. 

The bounding box for the foreground objects has 
different size in different frames. As a result, the size that 
is three times larger than the size of the box, may does not 
involve three foreground objects, as shown in Figure 7. 
Therefore, the occluding object must be removed. 
Repetition of this procedure will repair damaged frames. 

Ref. [24] as well as earlier researches inpainted damaged 
videos by considering periodic moves. Taking larger patches 
lead to more continuity in movement. Yet, however there 
are some jumps entering in and exiting from the hole. 

 
Figure 6. Moving object and stick figure [20] a) foreground b) stick 
figure 

 
Figure 7. One level of implementation of the algorithm proposed in [24] 
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Figure 8. frame types for damaged video [25] 

3.2.2. Object-based Algorithms 
One of the first attempts that has been done in this area 

is proposed in [2]. This study consider partial occluding 
objects same as total occluding objects; the undamaged 
part of the Figure 8 is not considered. 

Figure 7 shows a frame of the video. Moving object in 
this figure is partially damaged in some frames. But in [2] 
the object is considered to be completely damaged. Here 
the foreground and background are separated firstly and 
then each of the two parts are completed separately. To 
complete the foreground, a similarity measure is used in 
order to find the best foreground in the database. This 
similarity measure is defined according to Eq. 12. 
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In Eq. 12, iO  is the object before and after the hole. 

tiO   is the object stored in the database that will be used 
to complete the hole. H is the number of holes that must 
be completed and w is the size of the window of the object 
template. 

D indicates the differentiates of the sum of the squares. 
* *
0 1,..., h wt t + −  are the optimal candidate objects for 

completion. The first two terms in Eq. 12 calculates the 
cost of compliance between candidate objects and real 
objects before and after the hole. The last term in Eq. 12 
depicts the cost between consecutive windows of 
candidate objects inside the hole. 

Weights 1 ,
1i +

 1
2 1h i− +

 and 1
w

are used to normalize 

the contribution of each frame. The candidate object 

2
2

wt wi

o  +    −  

 is used to interpolate frame i. The authors of 

this article have developed their researches by considering 
partially damaged objects [25]. To consider these objects, 
the similarity measure changed as Eq. 13. 

 0( , ) min ( , , ) ( , , )i t i t N i ti i im
d o O E o O m E o O m≅ +    (13) 

Eo and EN in Eq. 13 are similarity measures in occluding 
and not occluding regions respectively and are gained 
from Eq. 14 and 15.  
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In Eq. 14 and 15, iM and tiM are binary masks that 

show objects io and tiO , respectively. The vector m 

illustrates the measure of shift of tiO in calculation SSD. 
Figure 9 depicts the situation that the moving object has 

nonparallel motion relative to the image plane. As a result, 
the scale of the object differs along the video. Thus, 
objects in database have various scales. 

Considering the fact that filling in the hole is done with 
the help of the objects of the database, the scale of these 
objects must vary and get the same size. Ref. [26] uses Eq. 
16 to 19 to do this. 

 '_ _j j xL MBR L MBR γ= ×  (16) 

 '_ _j j yW MBR W MBR γ= ×  (17) 
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In above equations xγ and yγ are scale operators for 
length and width of the image. MBR is the minimum 
boundary rectangle for the object. If the motion of the 
moving object is parallel relative to the image scene, the 
moving object has different scales of MBR for various 
situations of movement. Therefore, the maximum size of 
MBR is considered as the scale of the object's bounding 
box. MBRi   and MBRj  are the length of MBR  for objects i 
and j, respectively. W_MBRi and W_MBRj are the width of 
MBR for objects i and j, respectively. 

Ref. [27] is another study which applies object instead 
of patch to complete the video. Object-based methods take 
less time to complete a hole subjects [28]. 
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Figure 9. Non-parallel motion of a moving object relative to the image plane [29] a) the object's place in different frames b) database obtained from the 
moving object 

3.2.3. Algorithms Based on Motion Vector 
Ref. [29] has used three steps for hole completion: 
A) A video sequence is divided into different motion 

layers. Accordingly, the order of the layers in 
overlapping areas can be determined. 

B) Here, removing the object means removing one 
layer. Holes made from removing the object will be 
filled by motion compensation and region completion. 

C) The completed layers for each frame get together in 
order to have the resulted video. 

Now, a brief description of each of these sectors will be 
proposed: 

A) separation of motion layers: 
At this stage, the number of motion layers is determined 

and the layers will be separated from each other. 
B) layer compensation and completion: 
Motion layer obtained from the previous step is only 

consisted of either background or a distinct object. So 
removing the object can be easily done by removing the 
object's layer. Let us assume the removed layer is i. In this 
case, after removing this layer, all the layers with a 
smaller number may involve holes in some frames. A 
motion template is used for each uncompleted layer with 
the purpose of finding motion parameters between frames. 
Then, a compensatory frame is generated in each layer.  
In order to produce this frame, other frames and the 
corresponding motion parameters are used. In most cases 
after this, it can be seen that large portions of a layer have 
missed its color and texture information. To fill these 
areas, [29] applied graph-cut based picture completion. For 
more information about graph-based method [30] refer. 

C) frame composition: 
All information about texture and color for each 

synthesized layer of a specified frame is available after the 
second step. Now these layers must be combined to 

generate the completed frame; Motion parameters of layer 
is used for this purpose. This makes time continuity to be 
maintained for all video frames. 

3.2.4. Algorithms Based on Partial Differential 
Equations (PDE) 

Research conducted in [31] has used PDE to reconstruct 
the damaged images. Holes which were considered here 
were small holes. Smallness caused the generated dissociation 
from completion algorithm not be seen so much. Therefore, 
[32] has developed the algorithm introduced in that study 
so that the higher-order PDE could be used. Before this 
study each frame of a video was considered as a distinct 
image and video completion has been done as some image 
completion. Yet, [32] distinguished between image 
completion and video completion for the first time. 
Damages that in each of these two studies [31] and [32] 
were intended has been in the form of lines. 

According to the algorithm presented in [32], the user 
must manually specify hole region. Filling in the hole is 
done somehow the hole (Holes here are lines with a 
specified thickness) is completing from outer to the inner 
portions; it means that completion is done from correct 
regions into the damaged regions. Different structures do 
not make problem for the results of the implementation of 
the algorithm. This algorithm completes the hole with the 
help of a mathematical function that is proved to be 
correct. Of course, it should be mentioned that parameter 
definition is done manually. Texture is not considered in 
this algorithm. 

3.2.5. Hybrid Algorithms 
Ref. [33] has used a combination of methods based on 

motion vector and texture synthesis. Firstly, as shown in 
Figure 10 the motion vector is acquired. 
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Figure 10. Acquiring motion vector from [33] 

As illustrated in Figure 10, frames are divided into 
rectangular blocks. Then the blocks are searched in the 
previous and next frames. In Figure 10 the beginning and 
end of each arrow represents the source frames and frames 
that were searched. Each block of the frame need three 
independent searches in order to find motion vectors. The 
first search is from the frame n into the frame (n-1). The 
second search is from the frame n into the frame (n+1) and 
the third search is from the frame (n+1) into the frame (n-1). 

Thus, as shown in Figure 10, motion vectors in the 
previous and next frames are specified. This study 
combined the obtained motion vector by the procedure 
introduced in [18]. The main disadvantage of procedure 
[18] is that it searches the frame with the purpose of 
finding the most suitable patch. But the motion vector 
limits the search area. 

Another research that combined two methods, methods 
based on motion layer and the ones based on texture synthesis 
is [34]. This study uses known motion vectors to predict 
the motion vectors in the hole. Therefore, it specifically 
provides good results for periodic motions. To start with, 
the motion vectors in video except for areas designated as 
holes are determined. Eq. 20 is used for this aim. 
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In Eq. 20, I
x
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δ

, I
y
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δ
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t

δ
δ

are image derivatives 

according to spatial and temporal axis. Motion vector 
( , )Tu v  minimizes Eq. 20. The estimated motion vector for 

point ( , , )Tp x y t= in the video sequence is shown as 

( ( ), ( ))Tu p v p . In order to compare motion vectors and 
find the most similar motion vector, a similarity measure 
is defined. Eq. 21 and 22 are used for this purpose. 
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In Eq. 21, θ is the angle between two vectors 0m  and 

1m . 

 1( ( ), ( )) ( ( ), ( )).s s t t m s t
p D

d P x P x d m p x m p x
D ∈

= + +∑ (22) 

In Eq. 22, | D | is the number of defined pixels. xs and xt 
define the location of the source patch and the reference 

patch. p is the center of each patch. Having target patch (pt) 
and its location (xt), the reference patch can be found with 
the help of the suitable sx  achieved from Eq. 23. 
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When the most suitable patch from reference region sp  
has been found, this patch can be directly copied into the 
hole; so that some parts of the hole is completed. The 
question in hole completion is how to select the next patch 
for completion. The procedure introduced in [18] has 
addressed this question. This procedure prioritize pixels, 
then that pixel which has a higher priority is chosen as the 
target patch center for next completion. 

3.3. Time Continuity in Video Completion 
The most significant point that differs image completion 

from video completion is time continuity for object 
motion that must be preserved in video sequences. Thus if 
image inpainting algorithms be only used for video 
inpainting, it will reduce the visual quality of the 
completed video. Therefore, these methods must be 
changed so that they could be applied. If we look at the 
recent researches on video completion, it can be found out 
that the recent methods tend to two-step procedures [35]: 
• Segmenting the video into two zones: foreground 

and background 
• Completion each of individual region: foreground 

and background complement  
According to the above description the video completion 

algorithms are generally divided into two groups: 
• Algorithms that use one-step procedures 
• Algorithms that use two-step procedures. 

3.3.1. One-stage Video Completion Algorithms 
These algorithms consider each frame as an input and 

fill in the hole with the help of a completion algorithm. 
These completion algorithms can be performed as each of 
the five methods described above. An example of the 
algorithm has been proposed such that is [36]. 

Algorithms that follow the idea of two–step completion 
will offer better results because of two reasons [37]: firstly, 
dividing the video into various layers not only produce 
better results for adaption but the search space needed to 
find appropriate patches for completion will be reduced. 
Secondly, using a suitable image completion method, the 
background can be completed faster. 

3.3.2. Two-step Video Completion Algorithms 
These algorithms divide the video into two parts; 

foreground and background. Then each of these sections 
are completed separately. An example of this method is 
[24]. Separation of foreground and background leads to 
definition of other issues: separating moving objects from 
the background and tracking the moving objects. 

Separating moving objects from the background: to 
do this, a model of background can be achieved. Then, the 
differences between each frame and the background is 
obtained. If there is a significant change between some 
area of the image and the background model, it means that 
a moving object exists here. Ref. [38] modeled the color 
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of each pixel of the static background with the help of a 
Gaussian distribution model in color space YUV to obtain 
a gradual change in time. 

 ( , ) ( ( , ), ( , )).I x y N x y x yµ≈ ∑  (24) 

The parameters of the model, mean ( , )x yµ  and 
covariance ( , )x y∑  are obtained considering the color in 
several successive frames. After the background model 
has been obtained, for each pixel (x, y) of input frame the 
probability of its color is calculated using Eq. 24. Pixels 
that differ from the background model and this difference 
is more than a threshold are marked as foreground pixels. 

Using only a Gaussian distribution to model the 
background for open-door spaces is not correct because 
there may be several colors in a special place and this 
variety in color is because of shadow and reflection of 
moving object [39]. So, to solve this problem [40] used a 
combination of several Gaussian distributions to model 
the color of the pixel. In this method the pixel in the 
current frame is compared to each of the Gaussian 
functions in the background model in order to find its 
corresponding Gaussian distribution. If the corresponding 
Gaussian distribution was found then the mean and 
variance of the distribution will be updated. But on the 
other hand if no corresponding Gaussian distribution was 
found, then a new Gaussian distribution with mean equal 
to the current pixel's color and predefined variance is 
added into a combination of Gaussian distributions. 
Finally, according to whether the distribution belongs to 
the background or foreground, all pixels are marked. 

There is another way to do this; it uses data in the area 
of the image instead of pixels. In this method a pixel is not 
only matched with another pixel but is matched with a 
neighborhood of that pixel, too. One of the researches in 
this field is [41]. This approach considers small background 
movement or camera shakes. Changing the lighting will 
not change textures so much. Therefore, some researches 
such as [42] were used to separate foreground and background 
using textures. Ref. [43] did this separation using a combined 
approach. It means that in addition to pixels, region and 
frame are also considered. Pixel is used to predict the 
color of the background. Using the region, foreground 
regions that are same colored are identified. Talking about 
frame, if the most pixels change together, it means that the 
background model acquired from pixels-based method is 
wrong. Thus another model is considered for the 
background. Some studies also looked at the shadow [40]. 
Methods which ever have reviewed, separating the 
foreground and background, all have a common limitation; 
All these methods consider the static background. Some 
researches have offered methods to fix this problem. For 
more information about these methods you can see [44]. 

Moving objects tracking: The goal is to determine the 
position of the object in each frame of the video. According 
to which model is used for object presentation, motions 
and shape changing that an object could have, will differ. 

According to the concept that, these methods detect one 
object or more than one object, they are divided into two 
groups: 
Tracking one object: 

In some studies the template is used. These methods 
assume that an object template such as Ot from the 

previous frame is specified. Then they look at the current 
frame to find a region of the image that is similar to Ot. 

Patterns are usually specified by characteristics such as 
color or brightness [45]. Since the brightness of the image 
is very sensitive to changes in lighting, [46] has added the 
gradient to the set of the image features that are used to 
search for a suitable template. High computational cost of 
methods that search for a suitable template is these 
methods’ disadvantage. Therefore, by limiting the search 
space to the neighborhood of the search space in the 
previous frame, computational cost can be reduced [46]. 
For more information about a more appropriate algorithm 
you can study [47]. 

The color histogram can be used instead of pattern to 
track an object. The average color of the pixels of the 
object to which the object is limited to a rectangle or 
ellipse is calculated. Ref. [48] just consider eight neighborhood 
directions in order to reduce the computational cost. The 
ratio of the average color of the intended object and 
candidate places is calculated. The place which has the 
most value for ratio is considered as the object's place at 
the current frame. Other researches tried to use the 
histogram by making changes in [48] but they offered 
solutions to make better use of the histogram. For more 
information about these researches you can see [49]. 
Tracking several objects: 

Ref. [50] converts the image into a set of layers; so that 
one layer belongs to the background and each object 
belongs to a layer. Depending on the characteristics of the 
shape and the motion of the object in the previous frame, 
the probability of belonging of each pixel to different 
layers is calculated. 

4. Conclusion 

In this study, we firstly got familiar with the concept of 
image completion and learned how to generalize it into 
video completion. Then image completion has been 
introduced as a math problem and the concept of visual 
quality from a mathematical point of view has been 
proposed. We also have expressed different ways of video 
completion that include stationary backgrounds with 
moving objects, non-stationary background with stationary 
objects and non- stationary backgrounds with moving 
objects. We introduced various aspects of video completion 
algorithms that are based on texture synthesis, object, 
motion vector, partial differential equations and hybrid 
algorithms and provided an overview of the algorithms 
used for video completion. The advantages and 
disadvantages of each of these algorithms were scrutinized. 
We also have talked about both one-step and two step 
video inpainting algorithms. 
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