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Abstract  The sequence prediction theory of wavelet neural network is applied to short-term temperature 
prediction. By using wavelet function as the activation function of the hidden layer of BP neural network, a 
"compact" wavelet neural network prediction model is established. The structural characteristics of the model are 
analyzed and the specific steps of building the model are described. Based on two sets of temperature observation 
data, internal characteristics and constraints of different data series are revealed using statistical analysis. Then, 
short-term temperature changes are predicted using wavelet neural network and predicted results are compared with 
the actual temperature. Finally, the prediction accuracy of wavelet neural network based on different data sequences 
is compared and analyzed. The results show that the wavelet neural network has a good accuracy for the prediction 
of short-term temperature change. 
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1. Introduction 

 In statistical sense, time series prediction belongs to 
conditional expectation [1], which involves solving the 
joint probability of current samples and past samples. 
However, due to the nonlinearity of conditional 
expectation, it is very difficult to solve the problem and 
the prediction model is not optimal [2]. For example, the 
traditional AR prediction model, ARMA prediction model, 
and Markov chain, they are based on the stationary 
hypothesis of time series and cannot achieve the ideal 
prediction effect for non-stationary signals [3]. The 
solution is to use the nonparametric idea of the neural 
network to perform prediction. Because the neural 
network is trained based on non-statistical hypothesis, it 
provides a way to solve complex problems [4]. A lot of 
study shows that the neural network can solve the 
nonlinear prediction problem by loading training samples 
for a short time [5-7]. However, the neural network has 
many problems such as learning efficiency, training 
accuracy, the selection of hidden layer nodes, and the 
setting of initial weights, which leads to large prediction 
errors. The feed-forward supervised learning network that 
combines the good localization property of the wavelet 
function with the self-learning function of artificial neural 
network provides an effective way to solve these problems 
[8]. 

Wavelet neural network is a new type of neural network 
based on the BP neural network that uses the wavelet 

function as activation function of hidden layers of the 
neural network. The biggest difference between the 
wavelet neural network and the BP neural network is that 
their activation functions of hidden layers are different. 
Therefore, wavelet neural network is a kind of feed-
forward neural network with a feedback. Wavelet 
transform can make the network have fast learning, avoid 
data falling into the local minimum problem, and make it 
have wide applications. The wavelet analysis is a local 
analysis of time and space. It can subdivide signals  
into high frequency and low frequency by stretching 
translation. The wavelet analysis can approach any 
function by shifting and stretching transformation, so it 
has good accuracy and fault tolerance. 

At present, wavelet functions and neural network can 
combine with each other in two ways: the first way is the 
"loose" combination mode in which the data signal is first 
processed by a wavelet analysis and the processed signal 
is input into neural network; the second way is the 
"compact" combination mode in which a wavelet basis 
function is used to replace many activation functions in 
hidden layers of neural network, this has the advantages of 
both the neural network and the wavelet transform. The 
general "compact" wavelet neural network has strong 
ability to process data [9]. 

A climate system is a highly complex nonlinear system 
that is coupled by many subsystems. Its changes are 
affected by many factors. The neural network is a nonlinear 
dynamic system. It is also a multi-input, multi-output or 
single output system. Neural network has the characteristics 
of nonlinear processing, self-organization and adaptability, 
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good learning ability and association ability, etc. that is 
similar to the climate system [10]. Since the neural 
network enables to deal with complex problems, it does 
not need to identify the physical characteristics of climate 
in details, does not need extensive data, and has strong 
fault tolerance. For incomplete, vague, and uncertain data, 
we can make a reasonable judgment and decision based on 
continuous learning and effective prediction or estimation. 
In this paper, the "compact" wavelet neural network 
system tool is used to predict the short-term temperature 
change. An analysis and a discussion are carried out. 

2. Time-frequency Localization Principle 
of Wavelet Decomposition 

2.1. The Theory of Wavelet Analysis 
Wavelet analysis was developed for the deficiency of 

Fourier transform. Fourier transform is the most widely 
used analysis method in the field of signal processing. 
However, it has a serious disadvantage: the transform 
discards the practical information and the transformation 
result cannot judge the time when a signal occurs. This 
means the Fourier transform has no resolution ability in 
the time domain. Wavelet is a kind of waveform with 
limited length and an average value of 0. A wavelet 
function is obtained by translation and increase or decrease of 
the size of a parent wavelet function. Wavelet analysis is 
to decompose the signal into a series of wavelet functions. 

The essence of using wavelet to realize multi-level 
decomposition of signal is to compare the original signal 
with a wavelet function with time-frequency domain 
localization function on each certain scale so as to  
extract wavelet coefficients in this region. In other words, 
a time-frequency signal is represented as a series of simple 
standard signals with different frequencies and delays. The 
core of wavelet analysis is multi-resolution, which has 
good localization property in time domain and frequency 
domain at the same time, so it can focus on any details of 
the signal to reveal the detailed structure of different 
levels of nonlinear signal. For a function 2( ) ( )t L Rψ ∈ , if 
its Fourier transform ( )tψ  satisfies the condition: 

 2| ( ) | / | |C dψ ψ ω ε ω
∞

−∞
= < ∞∫  (1) 

then ( )tψ  is called the admissible wavelet generating 

function and 1/2
, ( ) 1/ | | [( ) / ]a b t a t b aψ ψ= −  is called the 

wavelet basis function. In practice, continuous wavelet 
must be discretized. The discrete wavelet function is 

/2
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j k t a a t kbψ ψ −−= − , and the discrete wavelet 
transform coefficient is 
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The reconstruction formula for numerical calculation is 
[11] 
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2.2. Multi-resolution Analysis 
The subspace of multi-resolution analysis can be 

approximated by a finite subspace [11]: 

 0 1 2 1N N NV V W W W W−= ⊕ ⊕ ⊕ ⊕ ⊕  (4) 

The signal f (x) decomposition process is a gradual 
decomposition process from j to j-1 scale. The method of 
multi-resolution analysis is used to decompose and 
reconstruct the wavelet into low-frequency component 

1( )c t  and high-frequency component 1( )d t ,and then the 
low-frequency component 1( )c t  is further decomposed so 
that the high-frequency component and low-frequency 
component on any scale can be obtained by repetition. 
Mallat  tower algorithm is adopted with 

 *
1, ,( 2 )j k j m

m
c h m k c− = −∑  (5) 
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m
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The reconstruction form of wavelet coefficients can be 
expressed as  

 , 1, 1,( 2 ) ( 2 )j k j m j m
m m

c c h m k d g m k− −= − + −∑ ∑  (7)  

3. Compact Wavelet Neural Network 

3.1. The Structure 

The wavelet generating function ( )xϕ  that satisfies the 
frame condition is selected and the corresponding base 
function , ( ) ( / )a b x x b aϕ ϕ= −（）  is used as the activation 
function of the hidden layer of the neural network. The 
linear superposition of wavelet basis functions is used to 
for the representation of signals. The structure of the 
wavelet neural network is shown in Figure 1. 

 
Figure 1. Topological structure of wavelet neural network 

In Figure 1, 1 2, , , kx x x  are the input variables of the 
neural network, 1 2, , , my y y  are output values, ijw  and 

jkw  are weights connecting the input layer, the hidden 

layer, and the output layer, respectively. ( )xϕ  is wavelet 
generating function. The corresponding base function 

, ( ) ( / )a b x x b aϕ ϕ= −（）  is used as the activation function 
of the hidden layer of the neural network. The output 
value of the hidden layer is: 
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In the above formulas, ( )jϕ  is the output value of the 
jth node in the hidden layer; jϕ  is called the wavelet basis 

function. jb  is its translation factor; ja  is its expansion 
factor. In the output layer, the calculation formula of the 
output value is: 

 
1
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l
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l  is the number of nodes in the hidden layer; m  is the 
number of nodes in the output layer. 

3.2. Network Learning Method 
Being similar to the weight correction algorithm of the 

BP neural network, the gradient correction algorithm is 
used to modify the weight value and wavelet base 
parameters of wavelet neural network, which makes the 
predicted output value of wavelet neural network 
approach the expected output value continuously. The 
correction process is as follows: 

(1) Calculation of network prediction error 

 
1

( ) ( )
m

k
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=
= −∑  

where ( )yn k  is the expected output value and ( )y k  is the 
predicted output value of wavelet neural network. 

(2) Network weight correction 
According to the value of prediction error e , the weight 

of wavelet neural network and the parameters of wavelet 
basis function are modified by the gradient correction 
method. The method of increasing momentum term is used to 
improve the learning efficiency of the network and avoid 
slow evolution and falling into the minimum. In order to 
speed up the convergence of the network, the momentum 
factor α  of the network parameter is introduced. The 
iterative formula of the weight vector (or matrix) is [12]: 

1( 1) ( ) ( 1) ( ( ) ( 1))ij ij ij ij ijw t w t w t w t w tη α+ = + ∇ + + − − (10) 
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1η , 2η  is the learning efficiency, α  is the momentum 
factor, 0 1α≤ < . When =0α , it is the traditional wavelet 
neural network. 

3.3. Training and Forecasting Methods 
Add window to the time series (the length of window is 

the seasonal length of the series), move the window step 
by step (move one data position at a time), train  
and predict the data in the window in turn with the set 
wavelet neural network: according to the determined 
seasonal length, take the data from the first data in the 
sequence in turn K data as training samples and K+1 data 
as training targets; then move the time window backward 
one bit, select training samples and training targets from 
the second data of the sequence in the same way until 
enough training samples and targets are selected. The 
empirical formula l k m β= + +  ( k  is the number of 
input layer nodes, m  is the number of output layer nodes 
1 10β≤ ≤ ) is used to determine the number of hidden 
layer nodes. 

In summary, the specific steps of setting, training, and 
prediction of the wavelet neural network are as follows: 

Step 1: Network initialization. Randomly initialize  
the scaling factor ja , translation factor jb , network 

connection weight value ijw , and jkw of wavelet 
function; set the network learning rate η  and momentum 
factor α . 

Step 2: Classify the sample. The sample is divided into 
two parts: training sample and test sample.  

The training sample is used for network training  
and test sample is used for testing network prediction 
accuracy. 

Step 3: Output the predicted value. Input the training 
samples into the neural network, get the predicted output 
value of the network, and calculate the error e  between 
the output value of the network and the expected output value. 

Step 4: Modify the weight and parameters. According 
to the error e , the parameters of network weight and 
wavelet basis function are modified to make the prediction 
value of network close to the expected value. 

Step 5: Decide whether computation should be 
terminated according to the accuracy requirement.  

If not, return to step 3 to continue training the network. 

4. Short Term Prediction of Temperature 

Historical data show that the temperature change in an 
area is related to the rainfall in previous months. The 
design of wavelet neural network is divided into  
three layers: input layer, hidden layer, and output layer. 
Among them, the input layer inputs temperature data 
before the current time point, the hidden layer node  
is composed of the wavelet function, and the output  
layer outputs the predicted temperature of the current time 
point. 

4.1. Temperature Time Series 
Location of observation point: 124.48 ° E, 48.48 ° N, 

with observation interval of 1 hour. The observation 
temperature value is used as time series data, divided into 
two groups: group I, August 2016 (see Figure 2). Group II, 
January 2017 (see Figure 3). The number of data in both 
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groups is 726. The first 654 data are used as training 
samples, and the left 72 data (temperature data in 3 days) 
are used as test samples. First, normalize the data to the 
correlation value between [0,1], and then carry out 
reversing-normalization after simulation. 

4.2. Data Analysis 

4.2.1. Temperature Data Distribution 
Figure 2 and Figure 3 show the temperature distribution 

of group I data (one month in summer) and group II data 
(one month in winter), respectively. The data are divided 
into training samples and test samples. The red broken line 
part is the test sample set. It can be seen from Figure 2 and 
Figure 3 that temperature data fluctuate greatly with time, 
especially the data of group II.  

4.2.2. Stationary Processing of Time Series 
Figure 2 and Figure 3 represent the temperature distributions 

in summer and winter (two representative seasons of a 
year), respectively. Because of the non-stationarity of the 
sequence, it is usually used as first-order or multi-order 
difference to make the sequence stable before simulation 
and prediction. Figure 4 and Figure 5 show the difference 
sequence diagrams of the data in the first group and the 
second group, respectively. The two difference-series 
fluctuate around 0 with time. This means stability and  
the range of fluctuation is almost the same. However,  
it is worth noting that there is significant difference in the 
data difference (i.e. increment) of the test sample  
data range. The increment range of the test data in group I 
is (- 3, 1.8) while the increment range of the test data in 
group II is (-5, 5). 

 
Figure 2. Temperature data distribution of group I 

 

Figure 3. Temperature data distribution of group II 
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Figure 4. First order difference of group I data 

 

Figure 5. First order difference of group II data 

4.2.3. Correlation Analysis of Data Series 
The calculation result shows that the correlation 

coefficient of the first group and the second group of data 
is 0.196, which indicates there is very weak correlation 
between the two groups of data. It means there is no 
similarity between the two groups of data with obvious 
seasonal differences. Each group of data itself can be 
analyzed to obtain the correlation degree of the data 

through the autocorrelation coefficient of the sequence. 
Figure 6 and Figure 7 show the trend of autocorrelation 
coefficient of two sets of data with the order, respectively. 
In Figure 6, the autocorrelation coefficient fluctuates 
between 0.2 and 0.5 before the order is 400, indicating 
that the temperature data at two different times have 
medium or weak correlation. In Figure 7, when the order 
is greater than 50, the correlation coefficient basically 
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fluctuates between - 0.2 and 0.2, with only a few 
exceptions. It means the temperature data at two different 
times have no correlation when the order is greater than 50. 
This will undoubtedly affect the prediction accuracy of the 
model. 

4.3. The Construction of Wavelet Neural 
Network 

Because the temperature time series has the 
characteristics of quasi period in 24 hours, the structure of 
wavelet neural network is determined as 4-6-1. Four nodes 
in the input layer, representing the temperature value of 

four time points before the prediction time node; six nodes 
in the hidden layer; and one node in the output layer. The 
output value is the temperature value to be predicted. The 
weights of the network and the parameters of the wavelet 
basis function are given randomly during initialization. 

Parameter selection:set the maximum iteration number 
of the network training as 1000, wavelet function 

2 /2( ) cos(1.75 )xx e xϕ =  (the figures of )xϕ（ and 
( ) /d x dxϕ  are shown in Figure 8 and Figure 9, 

respectively), learning efficiency 1=0.01η  and 2 =0.001η , 
momentum factor =0.8α , 654 training data, and 72 test 
data. 

 
Figure 6. The trend of the autocorrelation coefficient of group I 

 

Figure 7. The trend of the autocorrelation coefficient of group II 
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Figure 8. The wavelet function 

 

Figure 9. The derivative of the wavelet function 

4.4. Prediction Results 
Wavelet neural network uses training data for 1000 

iterations and the trend of prediction error in the training 
process is shown in Figure 10 and Figure 11. The training 
error decreases with the increase of the number of 
iterations. It means weights and parameter values are 
improved constantly and the prediction accuracy is 

improved with the increase of the number of iterations. 
The convergence rate of group I is faster than that of 
group II. 

After 1000 iterations of training data, the wavelet 
neural network is used to predict 72 hours (3 days) of 
temperature change. The comparison between the 
predicted results and the actual temperature is shown in 
Figure 12 and Figure 13. 
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Figure 10. Network evolution diagram of group I data 

 

Figure 11. Network evolution diagram of group II data 

During the evolution of training data, a series of 
wavelet neural networks will be generated. By using the 
neural networks to predict the temperature change in 72 
hours, many different prediction results can be obtained. 
The change trend of these prediction results is shown in 
Table 1. 

With the increase of iterations of training data, the 
weights of wavelet neural network are constantly adjusted. 
It can be seen from Figure 10 and Figure 11 that the 
training prediction error is decreasing. It means the 
network output and the expected output become close with 
the continuous correction of the weight in the training 
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process. Accordingly, the temperature prediction accuracy 
of the test data is also improved. The average error  
of time nodes decreases with the increase of iterations. 
However, it is found that when the number of iterations 
increases to a certain value, the error of temperature 
prediction does not decrease but increases. As shown in 
group I data in Table 1, when the number of iterations is 
10000, the average absolute error of the test time node 
goes up to 0.6084 though the training error drops to 

41.9792. There is a similar situation in group II data in 
Table 1. This is the outcome of over-training. It can be 
seen from Table 1 that the prediction accuracy of group I 
is significantly higher than that of group II based on the 
wavelet neural network method. The main reason of this 
difference lies in the significant difference in the 
fluctuation amplitude, increment change, and the 
autocorrelation coefficient of temperature time series (see 
Figure 2 - Figure 7). 

 

Figure 12. Comparison of prediction and actual situation (group I data) 

 
Figure 13. Comparison of prediction and actual situation (group II data) 
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Table 1. The Mean of the Absolute Error between the Predicted Result and Actual Temperature at Time Node 

Iteration numbers 8 20 80 100 300 500 700 1000 10000 

Group I 0.8374 0.7668 0.6454 0.6297 0.6021 0.5995 0.5975 0.5952 0.6084 

Group II 1.4728 1.3979 1.3520 1.3483 1.3188 1.3081 1.3032 1.2787 1.2997 

 
5. Conclusion 

Based on the advantages of wavelet analysis and the BP 
neural network, a wavelet neural network is constructed in 
this paper. A trained wavelet neural network is used to 
predict the short-term temperature and predicted results 
are analyzed and compared with the actual temperature. 
The prediction accuracy of wavelet neural networks that 
are trained by two groups of different temperature data  
is also compared. The reasons of the difference of 
prediction accuracy are analyzed based on the statistical 
characteristics of temperature data. The results show that 
the wavelet neural network is feasible and effective to 
predict the short-term temperature change. In addition, the 
learning efficiency of the network is improved by 
introducing the momentum factor in the process of 
modifying the weights and parameters of the wavelet 
neural network, which has advantages and the potential to 
predict short-term temperature. 
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